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The representation of space is a fundamental cognitive ability and all human languages 

can and do represent space.  There is good evidence that spatial language is organized along a set 

of basic principles that include a shared–potentially universal–set of non-linguistic spatial 

distinctions (Bowerman, 1996; Mandler, 1992; Miller & Johnson-Laird, 1976; Landau & 

Jackendoff, 1993).  Nevertheless, careful examination of the ways different languages use to 

encode space has revealed considerable cross-linguistic divergence (Choi & Bowerman, 1991; 

Levinson, 1996, 2003; Levinson & Wilkins, 2006).  There is currently a wealth of experimental 

evidence on how both shared and language-specific factors conspire to shape the nature of spatial 

language and the way spatial terms are acquired and processed.  In this chapter, we provide a 

selective review of this large literature focusing on three main subdivisions of the spatial domain: 

location (i.e., the static position of an object in space), motion (i.e., the dynamic displacement of 

an object in space), and frames of reference (i.e., abstract spatial-coordinate axes imposed on 

spatial configurations).  Towards the end of the chapter we consider the possibility that spatial 

language itself could affect the non-linguistic representations of spatial categories. 

 

Location terms 

Languages analyze the location of an object in terms of three elements: the object to be 

located (figure), the reference object (or ground) and the relationship between the two (e.g., 
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containment, as in English in, or support, as in English on; Landau & Jackendoff, 1993; Talmy, 

1983).   

It is widely recognized that, in several respects, the linguistic encoding of location 

reflects a set of shared, pre-existing conceptual notions that constrain both the nature and the 

acquisition of spatial vocabulary across languages.  Several sources of evidence support this 

position.  First, there are many similarities in the way the cross-linguistic encoding of location is 

organized (Landau & Jackendoff, 1993; Miller & Johnson-Laird, 1976).  For instance, there are 

principles of figure-ground assignment that characterize all human languages and probably 

originate with non-linguistic principles of spatial organization (Landau & Jackendoff, 1993; 

Talmy, 1983).  For instance, typically, the smaller, more mobile object in a configuration is 

treated as the figure and the larger, more stable object as the ground (e.g., The laptop is on the 

desk); reversing this expectation makes a sentence sound odd (e.g., ?The desk is under the 

laptop).   

Second, infants, during their first year of life, already know a lot about the spatial 

properties of objects in the physical world.  Studies using preferential looking time paradigms 

show that, at 2.5 months, children can reason about containment (e.g., Hespos & Baillargeon, 

2001) and, at 3 to 4 months, they can already form a basic representation for the relations 

‘above’ and ‘below’ (Quinn, 1994, 2004; Quinn, Cummins, Kase, Martin, & Weissman, 1996).  

At around 6 months, infants can distinguish between containment, support and occlusion (e.g., 

Aguiar & Baillargeon, 1998; Baillargeon, Needham, & Devos, 1992; Casasola, 2008; Casasola 

& Cohen, 2002; Casasola, Cohen, & Chiarello, 2003) and, at 9 to 10 months, they can form a 

category for the relation ‘between’ (Quinn, Adams, Kennedy, Shettler, & Wasnik, 2003).  

Preverbal infants can distinguish between relations that their native language does not encode.  
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For instance, infants growing up in an English-speaking community can distinguish between 

tight-fit and loose-fit containment and support relations, although their native language does not 

systematically encode this distinction (Casasola & Cohen, 2002; Casasola et al., 2003; Hespos & 

Spelke, 2004; McDonough, Choi & Mandler, 2003).  

Third, and relatedly, studies directly comparing linguistic and non-linguistic 

understanding of static spatial relations in slightly older children have found that non-linguistic 

understanding precedes the acquisition of spatial terms.  For instance, E. Clark (1973a) 

demonstrated that children understood the notions of containment and support when playing with 

objects earlier than the age at which they fully acquired the meanings of the prepositions in and 

on.  Levine and Carey (1982) reported similar results with the axial terms front and back.  Such 

findings suggest that concepts of location precede (and presumably structure) the acquisition of 

locative terms in language. 

Fourth, children acquire locative terms in a consistent order cross-linguistically (e.g., 

Ames & Learnerd, 1948; Brown, 1973; E. Clark, 1977, 1980; Grimm, 1975; Johnston, 1984; 

Johnston & Slobin, 1979; Parisi & Antinucci, 1970; Weissenborn, 1981).  In an influential study, 

Johnston and Slobin (1979) found that children across different languages produced spatial 

adpositions close in meaning to the English terms in, on, under and beside earlier than the 

prepositions between, in front of, and behind. It was proposed that this cross-linguistically robust 

timetable reflected the order in which children develop the corresponding non-linguistic spatial 

notions:  in, on, beside and their synonyms rely on simple topological concepts such as 

containment, support, and proximity (see Piaget & Inhelder, 1967; but see Coventry & Garrod, 

2004 for a more complex picture).  Other terms such as between concern the relation between 

three objects and may thus be more complex. Similarly, axial terms such as in front of and 
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behind rely on spatial co-ordinate systems and involve complex computations of figure-ground 

relations (see section on Frames of Reference terms below).  

Despite these commonalities, languages differ greatly in the ways they express locative 

information. One difference concerns the formal devices used to mark locative meaning.  In 

English and many other languages, locative information is encoded in adpositions (prepositions 

or postpositions).  Other languages lack adpositions (e.g., the Australian languages Jaminjung 

and Arrente) and encode figure-ground relations through locative case marking on the ground 

Noun Phrase (and an optional positional case on the verb).  Yet other languages (e.g., the Mayan 

languages Tzeltal and Yukatek) have only a limited set of general adpositions and package 

locative information into a rich inventory of spatial verbs (Levinson & Wilkins, 2006).   

More importantly, languages differ in the way they carve up the semantic space of 

location. In a series of studies, Melissa Bowerman and her colleagues have documented such 

differences in the domains of containment and support or attachment (Bowerman, 1996; 

Bowerman & Choi 2001; Bowerman, de Leon & Choi, 1995; Gentner & Bowerman, 2009; see 

also Levinson & Wilkins, 2006).  For example, in English, the preposition in is used for 

containment (e.g., apple in bowl) and  the preposition on is used for a series of support relations: 

(a) “support from below” (e.g., cup on table), (b) “clingy attachment” (e.g., bandaid on leg), (c) 

“hanging against” (e.g., picture on wall), (d) “point to point attachment” (e.g., apple on branch), 

(e) “encirclement with contact” (e.g., ribbon on candle).  In Dutch, as in English, a single 

preposition (in) is used for containment scenes (apple in bowl), but the English on space is 

partitioned into three prepositions: op used for support-from-below and clingy attachment (a-b 

above), aan used for hanging support (c-d above) and om used for encirclement (e above).  In 

Spanish, a single preposition (en) is used to describe all the above relations.  And in Korean, the 
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degree-of-fit between figure and ground is marked in a way that cross-cuts containment and 

support: Korean speakers use the verb kkita for tight-fit containment and support relations (e.g., 

earplug in ear, top on pen) and the verb nehta for loose-fit containment and encirclement (e.g., 

ball in box, loose ring on pole; Choi & Bowerman, 1991; but see Kawachi, 2007). 

These cross-linguistic differences play an important role in the acquisition of locative 

terms. English-speaking children learn to encode support (via on) earlier than their Dutch-speaking 

peers (who have to learn a more complex, three-term system); by contrast, learners in both 

language groups acquire containment expressions (in) around the same time (Gentner & 

Bowerman, 2009).  Furthermore, by age 2, children already adopt language-specific locative 

encoding patterns, with English learners organizing spatial meanings around the 

containment/support distinction and Korean learners organizing spatial meanings around the 

tight/loose fit distinction (Choi & Bowerman, 1991; see also Bowerman, 1996).  Recently, a more 

systematic comparison of the ways that containment and support are described by children and 

adults cross-linguistically suggests that one has to look at detailed semantic profiles within each 

of these relations to capture the intricacies of spatial language and its acquisition (Landau, 

Johannes, Skordos, & Papafragou, 2016).  This work reveals a principled but highly complex 

interplay of shared and language-specific contributions to how spatial language is used and 

learned.  

 

Motion terms 

Languages analyze motion events as the displacement of a moving entity (figure) in 

relation to a reference object (ground), along a trajectory (path), and in a specific manner 

(Talmy, 1985).  For example, in English the sentence The cat jumped from the couch into the 
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basket includes a figure (the cat), a manner (jumped), and two path expressions specifying the 

source (from NP) and the goal or endpoint of the path (into NP), each with respect to a specific 

ground (the couch for the source path and the basket for the goal path).  

As with locative terms, there are good reasons to assume that linguistic-motion primitives 

correspond to prelinguistic, probably universal, conceptual-motion primitives that shape motion 

vocabulary across languages.  First, some basic motion concepts are available early on.  Infants 

in the first year of life detect changes in the path and manner of motion events (Pulverman, Song, 

Hirsh-Pasek, Pruden, & Golinkoff, 2013) and find the invariant path and manner in actions 

(Pruden, Hirsh-Pasek, Maguire, Meyers & Golinkoff, 2004).  Interestingly, infants form path and 

manner categories independently of the encoding preferences of the linguistic environment in 

which they are growing up (Pulverman, Golinkoff, Hirsh-Pasek, & Buresh, 2008).   

Second, there are homologies between the way motion terms are used and acquired and 

the way humans process motion non-linguistically.  A case in point is a well-documented 

asymmetry between goal and source paths.  In language, both children and adults tend to 

mention goal path expressions (e.g., into the basket) more often than source path expressions 

(e.g., from the couch) when describing motion events (Lakusta & Landau, 2005, 2012; Landau & 

Zukowski, 2003; Papafragou, 2010; Regier & Zheng, 2007).  The goal-source asymmetry has 

also been documented in the speech of brain-damaged patients (Ihara & Fujita, 2000), and 

children with Williams syndrome, a rare genetic deficit that causes spatial impairment (Landau 

& Zukowski, 2003), as well as in the spontaneous gestures of congenitally deaf children who 

have never been exposed to conventional language (Zheng & Goldin-Meadow, 2002).  

Furthermore, across languages, goals are encoded with greater specificity than sources (Johanson 

& Papafragou, 2010; Regier & Zheng, 2007) and this asymmetry affects the way both child and 
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adult learners generalize novel motion expressions (Papafragou, 2010).  The linguistic 

source/goal asymmetry has its roots in non-linguistic motion cognition.  Both children and adults 

are better at detecting changes of landmarks or spatial configurations in goal compared to source 

paths (Papafragou, 2010; Regier & Zheng, 2007).  Furthermore, this non-linguistic source/goal 

asymmetry is already present in 12-month-old infants (Lakusta, Wagner, O’Hearn & Landau, 

2007; cf. Lakusta & Carey, 2015).  This evidence, thus, suggests a strong (albeit imperfect; 

Lakusta & Landau, 2012) homology between language and cognition. 

Despite being rooted in a shared conceptual typology, the linguistic encoding of motion is 

characterized by intense typological variability.  Both the ways motion primitives are lexicalized 

in spatial vocabularies and the ways these primitives are conflated into sentential structure vary 

considerably cross-linguistically.  For instance, some languages (e.g., Romance, Japanese, 

Greek, Turkish) tend to encode the path of motion in the main verb (e.g., in French entrer 

‘enter’, sortir ‘exit’, descendre ‘descend’) and the manner of motion (optionally) in an additional 

clause or gerund (e.g., en courant ‘running’); by contrast, other languages (e.g., English, 

German, Russian, Chinese) package manner information in the main verb and path information 

in particles or prepositions (e.g., up, into; Talmy, 1985).  Several studies have confirmed these 

cross-linguistic preferences in motion encoding in both adults and children (e.g., Allen et al., 

2007; Berman & Slobin, 1994; Hickmann, 2006; Naigles, Eisenberg, Kako, Highter, & McGraw, 

1998; Papafragou, Massey, & Gleitman, 2002, 2006; Slobin, 1996, 2003 a.o.).  For instance, 

Papafragou et al. (2002) found that English-speaking 4- to 12-year-old children and adults used 

primarily manner verbs to describe motion scenes (e.g., The frog is jumping into the room), 

while Greek-speaking participants used primarily path verbs (e.g., O vatraxos beni sto domatio 

‘The frog is entering the room’).  
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These language-specific preferences for encoding motion information affect how newly 

encountered motion terms are interpreted.  In one study, adult speakers of English and Spanish 

watched simple motion events (e.g., a woman skipping towards a tree) and heard a novel motion 

verb describing the event.  Spanish-speaking adults interpreted the novel verb as a path verb, 

while English-speaking adults as a manner verb, thus following the motion lexicalization 

preferences of their language (Naigles & Terrazas, 1998).  A similar bias towards language-

specific interpretations has also been documented in children from different linguistic 

backgrounds, at least from age 3 (e.g., Maguire et al., 2010; Papafragou & Selimis, 2010; 

Skordos & Papafragou, 2014; cf. Hohenstein, Naigles, & Eisenberg, 2004).  

 

Frames of Reference terms 

Frames of Reference (FoRs) are abstract co-ordinate systems for locating a figure object 

in space in relation to the axes defined by or imposed onto a reference (ground) object.  

Languages distinguish three FoRs: the intrinsic, the relative and the absolute (Brown & 

Levinson, 1993; Levinson, 1996, 2003; Pederson et al., 1998; see also Shusterman and Li, 

2016a, for a somewhat different terminology).  The intrinsic FoR describes the location of a 

figure object in terms of the inherent properties (e.g., front/back, top/bottom) of the ground 

object, often one’s own body (e.g., The tree is in front of the house/me).  The relative FoR 

describes the location of a figure with respect to a ground object that lacks inherent sides (e.g., 

ball, tree, bottle) in terms of the speaker’s or some other observer’s viewpoint (e.g., The ball is to 

the right of the table).  The absolute FoR describes the location of the figure with respect to 

environment-based co-ordinates such as cardinal directions, the solar compass, wind directions, 

mountain slopes etc. (e.g., The forest is to the north of the village).   
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Different co-ordinate systems for locating objects are available in prelinguistic infants 

(see Newcombe & Huttenlocher, 2000; Quinn, 2004).  Early studies on spatial orientation 

showed that infants in the first year of life use their own bodily co-ordinates to code object 

location and become sensitive to environment-based co-ordinates such as landmarks only later 

(Acredolo, 1978; Bremner & Bryant, 1977; Rieser, 1979).  However, subsequent work 

demonstrated that both co-ordinate systems are available early on and that the choice of system 

is context-dependent (Acredolo, 1979, 1982; Acredolo & Evans, 1980; Bremner, 1978).  

Different types of co-ordinate systems are also available to non-human species (see Gallistel, 

1990; Gallistel & Cramer, 1996, for reviews).  

Cross-linguistically, there is considerable variation in the availability or frequency of use 

of different FoRs.  All languages have terms to describe the intrinsic FoR (even in rudimentary 

form; Levinson & Wilkins, 2006) but the distribution of the other two FoRs differs.  English or 

Dutch make use of both the relative and the absolute FoR but prefer the relative FoR for small-

scale arrays (e.g., The ball is behind the table).  Tseltal or Arrente mostly make use of the 

absolute FoR, even for small-scale arrays (e.g., The ball is to the north of the table), and lack 

relative terms altogether (Levinson & Wilkins, 2006).  

Even within the set of languages that share a frame of reference, there are differences in 

how FoRs work.  For intrinsic FoRs, languages use different (and often fairly complex) criteria 

in assigning names to a reference object’s facets (Levinson & Wilkins, 2006).  For instance, in 

English, the “front” of an object is defined by canonical encounter (for people or animals), 

forward motion (for vehicles), functional orientation (for appliances), etc. (see H. Clark, 1973; 

Harris & Strommen, 1979; Miller & Johnson-Laird, 1976).  However, in Tseltal, object-part 

name assignment is completely dependent on the object’s internal geometry: for example, a stone 
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lying down with a flat surface on the ground has its “face” upside down (Levinson, 1994; 

Levinson & Wilkins, 2006).  For relative FoRs, one source of cross-linguistic variation is how 

the viewpoint of the observer is projected onto the ground object.  In English, the sentence The 

ball is in front of the table typically means that the ball is located between the observer and the 

table.  Thus, the table has acquired a “front” by the observer through reflection, as if the table 

were “facing” the observer.  However, in Hausa, the same sentence means that the ball is in the 

region projected from the furthest-most side of the table with respect to the observer (a position 

which would have been described by the term behind in English).  Thus, in the Hausa relative 

system, the table’s “front” faces the same direction as the observer (Hill, 1982; Levinson & 

Wilkins, 2006).  Finally, absolute FoRs in the world’s languages are extremely diverse.  Arrente 

has a fully abstract cardinal direction system (e.g., north, south, etc.), Tseltal, uses the terms 

“uphill” (south) vs. “downhill” (north), Yélî Dnye distinguishes between “up” (east) vs. “down” 

(west) and “hillwards” vs. “seawards”, and Jaminjung between “upstream” vs. “downstream” 

(Levinson & Wilkins, 2006).   

Most acquisition studies of FoR terms have focused on learners of languages that have 

relative FoRs.  Typically, in such languages, a single set of terms (e.g., front/back, left/right) 

marks both intrinsic and relative FoRs (Levinson & Wilkins, 2006) and the acquisition of these 

terms follows a cross-linguistically robust pattern (Johnston & Slobin, 1979; Rigal, 1994, 1996).  

Children’s earliest knowledge of front and back emerges around age 2 and corresponds to 

intrinsic FoR instances that take one’s own body as the reference object (Kuczaj & Maratsos, 

1975; Levine & Carey, 1982), followed a year later by intrinsic FoR instances that take objects 

with intrinsic facets as reference objects (E. Clark, 1980; Goodglass, Gleason, & Hyde, 1970; 

Grimm, 1973; Kuczaj & Maratsos, 1975; Levine & Carrey, 1982; Tanz, 1980).  Around the age 
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of 4 or later children show evidence of relative FoR meanings that involve applying their own 

viewpoint to objects without inherent fronts and backs and extending such uses to incorporate 

another person’s viewpoint (e.g., E. Clark, 1980; Goodglass, Gleason, & Hyde, 1970; Grimm, 

1975; Johnston, 1984; Kuczaj & Maratsos, 1975; Levine & Carey, 1982; Tanz, 1980; 

Weissenborn, 1981).  The acquisition of left/right follows a similar sequence but lags 

considerably behind front/back, presumably because of additional computations required to 

differentiate the secondary left-right axis after the primary front-back axis has been defined 

(Elkind, 1961; Harris, 1972; Irwin & Newland, 1977; Rigal, 1994, 1996; Shusterman & Li, 

2016b).  This sequence of (sub-types of) intrinsic and relative FoRs has been attributed to the 

increasing conceptual demands on perspective-taking posed by the relative FoR in its various 

incarnations (cf. Piaget & Inhelder, 1967; but see Shusterman & Li, 2016b for a more nuanced 

discussion).  

Less is known about the acquisition of absolute systems. In a longitudinal naturalistic 

production study, Brown and Levinson (2000) found that Tseltal-speaking children start using 

absolute terms (‘uphill’, ‘downhill’) around age 2 but use them relationally (“X is uphill of Y”) 

only by 3;6 and integrate them into adult-like requests to others for manipulating objects in a 

tabletop array only by 7 or 8 (ibid.; see also de León, 1994, on the acquisition of other absolute 

systems).  Other work shows that absolute (environment-based) representations are also available 

to learners of languages that do not prioritize this FoR: Shusterman and Li (2016b) report that 4-

year-old English-speaking children readily map absolute (north/south) meanings onto novel 

ambiguous spatial terms (e.g., It is on the ZIV/KERN side of the room; cf. also Haun, Rapold, 

Call, Janzen, & Levinson, 2006).  Beyond these basic patterns, the acquisition of the conventions 

regarding how a specific language community derives and uses FoR terms is quite protracted 
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(Abkarian, 1982; Harris & Strommen, 1979), and there are key language-specific aspects in the 

profiles of different languages (see, e.g., Brown & Levinson, 2000; de León, 1994, on the 

acquisition of intrinsic terms in learners of absolute languages).  

 

Does spatial language affect spatial cognition? 

The evidence reviewed throughout this chapter suggests a tight causal relationship 

between spatial language and cognition, since the linguistic encoding of space builds on 

antecedently available, prelinguistic spatial concepts in important ways.  One might ask whether 

this causal relationship could be reversed–i.e., whether spatial language itself might affect the 

way spatial categories are acquired, perceived, categorized and remembered.  If so, cross-

linguistic differences in the encoding of space might create cognitive discontinuities among 

speakers of different languages.  This topic has attracted a lot of recent attention within a larger 

discussion about the role of language in cognition (see Ünal & Papafragou, 2016, for a recent 

review).   

In the domain of location, there is evidence that spatial semantic distinctions do not shape 

non-linguistic cognition.  English makes a distinction between on and above but Japanese and 

Korean do not; nevertheless, categorization patterns for these spatial relations converge 

regardless of language background (Munnich, Landau & Dosher, 2001).  Other work has argued 

for the opposite conclusion.  Recall that, unlike English that draws a distinction between 

containment and support in its prepositional system (in vs. on), Korean makes a distinction 

between tight fit and loose fit in its verbal system that cross-cuts the containment-support 

boundary (e.g., kkita ‘put tightly in/on/together/around’ vs. nehta ‘put loosely in/around’; 

Bowerman & Choi, 1991).  Both English- and Korean-speaking infants distinguish between tight 
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and loose fit when processing containment and support scenes; Korean-speaking adults continue 

to attend to the degree-of-fit when categorizing spatial relations of containment and support but 

English-speaking adults do not (Hespos & Spelke, 2004; McDonough et al., 2003; cf. also Choi, 

2006).  These results have been taken to suggest that linguistic encoding decreases the cognitive 

salience of degree-of-fit relations in mature English speakers (ibid.).  However, the empirical 

picture is complex and does not clearly support this conclusion: Norbury, Waxman, and Song 

(2008) showed that both English- and Korean-speaking adults were sensitive to the non-

linguistic dimension of fit; furthermore, for both groups, tight-fit relations were more salient than 

loose-fit relations.  These results suggest that adults’ non-linguistic representation of fit does not 

depend on the language they have acquired (if anything, its structure is characterized by a bias 

that emerges in speakers of different languages and might involve a deeper perceptual-cognitive 

asymmetry; Norbury et al., 2008).  

Similar results have been obtained in the domain of motion.  Papafragou et al. (2002) 

found that, although children and adult speakers of English and Greek described motion events 

differently, they did not differ in their memory and categorization of these events (see also 

Gennari, Sloman, Malt & Fitch, 2002).  A further study (Papafragou, Hulbert, & Trueswell, 

2008) compared attention allocation to motion events (measured by eye movement patterns) in 

adult speakers of English and Greek.  When people were preparing to describe these events, they 

allocated their attention to components of motion events in ways that reflected language-specific 

encoding patterns (i.e., speakers of English attended earlier to manner of motion and speakers of 

Greek attended earlier to path; see also Bunger, Trueswell & Papafragou, 2012, for evidence of 

similar effects in young children).  However, these effects disappeared when participants freely 

inspected the motion events.  These results suggest that motion event perception is not guided by 
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the perceivers’ native language, even though language-specific patterns on attention emerge 

when the task specifically involves the recruitment of linguistic representations (as in language 

production).  

A striking finding from Papafragou et al. (2008) was that, after having seen the motion 

events unfold and were trying to memorize them, speakers of English and Greek attended to 

different components of the events  (i.e., path for speakers of English and manner for speakers of 

Greek).  A subsequent eye tracking study (Trueswell & Papafragou, 2010) showed that these 

effects disappeared when participants were asked to perform a secondary task that engaged the 

language faculty (i.e., counting aloud) but not when they performed an equally taxing secondary 

task that did not engage the language code (i.e., tapping a rhythm).  These results suggest that 

participants in Papafragou et al. (2008) spontaneously recruited language online to support the 

representation of an event in memory: participants attended to aspects of motion events that were 

encoded outside the main verb in their native language and, thus, might be forgotten.  However, 

the online recruitment of language to support cognitive operations was flexible and task-

dependent; furthermore, such linguistic intrusions could be blocked by secondary tasks that 

interfered with linguistic encoding (see also Athanasopoulos & Bylund, 2012; Athanasopoulos et 

al., 2015).  

Finally, in the domain of Frames of Reference, Levinson and colleagues (Levinson, 1996; 

Pederson et al., 1998; see also Majid et al., 2004) compared how speakers of Dutch (a relative 

FoR language) and speakers of Tseltal (an absolute FoR language) responded in various spatial 

tasks.  For instance, Pederson et al. (1998) tested participants in the Animals-in-a-Row task, in 

which participants studied a line of toy animals on a table, were rotated 180-degrees and moved 

to a different table, were given the animals, and were asked to make it “the same” as what they 
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saw before.  Speakers of Dutch solved the task by applying a relative strategy (i.e., maintaining 

the left-right orientation of the animals in the row) but speakers of Tseltal solved the task by 

applying an absolute strategy (i.e., maintaining the cardinal orientation of the animals in the 

row).  Further studies have confirmed the presence of a correlation between the dominant FoRs 

in a specific language community and the use of FoR representations in non-verbal cognitive 

tasks in members of that community (Haun et al., 2006, 2011).  Such findings have been taken as 

indications that language-specific preferences shape non-linguistic spatial cognition (ibid.).  

Other work has challenged this view.  Li and Gleitman (2002) showed that speakers of 

English (a relative FoR language) could provide different responses in the Animals-in-a-Row 

task depending on the testing conditions: when tested indoors without access to external 

landmarks, English speakers patterned with the Dutch speakers and used the Relative solution; 

but when tested outdoors or indoors with landmark information present, English speakers were 

more likely to make use of the Absolute solution, like the Tseltal speakers.  Similarly, Li et al. 

(2011) showed that Tseltal speakers could use relative strategies to solve rotation problems when 

given subtle hints about the solution that was sought by the experimenter; furthermore, Tseltal 

speakers were more accurate in Relative than in Absolute solutions, elicited under similar 

conditions.  This work suggests that participants may fall back onto the FoR linguistic 

conventions of the community when interpreting ambiguous instructions such as “make it the 

same” (Li et al., 2011) but such biases do not limit the representation of FoR in cognition.  

Summarizing, despite the presence of cross-linguistic differences in the domains of 

locatives, motion, and Frames of Reference, the underlying cognitive representations are 

remarkably similar in members of different language communities.  Nevertheless, spatial 

language regularly intrudes into cognitive processing, even when it is not explicitly invoked or 
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necessary, especially when the task is cognitively demanding (Papafragou et al., 2008) or 

ambiguous (Li et al., 2011).  As a result, cognitive and linguistic categories of the spatial world, 

although dissociable, are often highly correlated.  This line of reasoning is consistent with 

evidence that overt use of spatial terms benefits children’s and adults’ performance on a variety 

of spatial tasks, including spatial categorization (Casasola, 2005; Casasola & Bhagwat, 2007), 

spatial analogy (Loewenstein & Gentner, 2005), spatial memory (Dessalegn & Landau, 2008, 

2013), and navigation (Hermer-Vazquez, Spelke, & Katsnelson, 1999; Pyers et al., 2010; 

Shusterman, Lee & Spelke, 2011; Spelke & Tsivkin, 2001).  In all such cases, spatial language 

(whether covertly or overtly introduced) may augment representational or processing resources 

by helping identify, store and/or manipulate spatial information. 

 

Concluding remarks 

Decades of research on spatial terms have revealed a complex set of factors that shape the 

nature, use and acquisition of spatial vocabularies.  Several pieces of evidence support the 

conclusion that spatial language–at least in part–reflects a set of non-linguistic, potentially 

universal, cognitive spatial primitives.  Nevertheless, detailed studies of individual linguistic 

systems make it clear that there are many differences in how individual languages talk about 

space.  The literature we reviewed has highlighted the importance of conducting research with 

diverse populations (e.g., speakers of different languages, typically and atypically developing 

children, infants, non-human species) and studying spatial language and cognition with a variety 

of empirical methods (e.g., linguistic tests of production and comprehension, cognitive tests of 

memory and categorization, eye-tracking).  The current state of the art calls for a nuanced 

position both on how spatial terms are acquired cross-linguistically (since learning to speak 
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about space does not involve a simple mapping between concepts and spatial terms) and on how 

spatial language connects to non-linguistic cognition.  Future work should pursue the quest for 

linguistic-semantic spatial universals through both fieldwork with speakers of many different 

languages and formal analyses of the semantics of space. Relatedly, future work needs to provide 

a fuller map of the non-linguistic cognitive presuppositions of spatial language through a variety 

of empirical methods (including neuroscientific approaches; e.g., see Burgess, 2008; Wolbers & 

Hegarty, 2010). 

A particularly rich avenue for further research in spatial language involves the role of 

pragmatic inference.  Since language is limited and can only express certain aspects of non-

linguistic spatial representation (Landau & Jackendoff; Talmy, 1983, 1985), pragmatic inference 

plays an important role in both how people choose spatial expressions as speakers and interpret 

such expressions as comprehenders (Herskovits, 1985; Levinson, 2000).  For example, the 

English preposition in and related containment expressions across languages can be used to 

convey related but distinct relations such as full containment (“coffee in a cup”) or partial 

containment (“pencil in a cup”), depending on one’s knowledge about the specific objects in the 

scene (Herskovits, 1985; Levinson, 1995, 2000).  Addressees use implicature (Grice, 1975) or 

pragmatic enrichment (Sperber & Wilson, 1986/1995) to add contextual refinement to coarse 

spatial meanings and speakers anticipate such means of reconstructing the exact spatial 

configuration conveyed through a spatial description.  Such patterns of language use and 

interpretation have been argued to be impressively consistent across the world’s languages 

(Levinson, 2000; Levinson & Wilkins, 2006), although language-specific encodings may result 

in different pragmatic inferences for the same spatial configurations (Bowerman, 1996).   
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Currently a growing body of experimental work documents pragmatic contributions to 

spatial meaning. Several cross-linguistic studies have shown that children’s and adults’ choice of 

spatial terms to describe space and motion scenes depends on whether these terms make an 

appropriate and specific informational contribution compared to other alternatives (Grigoroglou, 

Johanson & Papafragou, 2015; Papafragou, Massey & Gleitman, 2006; Papafragou, Viau, & 

Landau, 2013; Tanz, 1980).  A separate strand of research has shown that context provides sets 

of expectations that guide both the production of spatial descriptions and the interpretation of 

spatial language in conversation (Andonova, Tenbrink & Coventry, 2010; Carlson & Covey, 

2005; Carlson & Kenny, 2006; Coventry, Carmichael & Garrod, 1994; Coventry, Tenbrink, & 

Bateman, 2009; Li et al., 2011; Morrow & Clark, 1988; Ullman, Xu, & Goodman, 2016).  

Finally, other work argues that general pragmatic principles affect the shape of cross-linguistic 

spatial systems themselves (Khetarpal, Majid, & Regier, 2009; Khetarpal, Neveu, Majid, 

Michael, & Regier, 2013).  The integration of these directions with research on spatial semantics 

and cognition is particularly promising for future research.  

  



19 
 

References 

Acredolo, L. P. (1978). Development of spatial orientation in infancy. Developmental 

Psychology, 14(3), 224–234. doi:10.1037//0012-1649.14.3.224 

Acredolo, L. P. (1979). Laboratory versus home: The effect of environment on the 9-month-old 

infant’s choice of spatial reference system. Developmental Psychology, 15(6), 666-667. 

doi: 10.1037/0012-1649.15.6.666 

Acredolo, L. P. (1982). The familiarity factor in spatial research. New Directions for Child and 

Adolescent Development, 15, 19-30. doi: 10.1002/cd.23219821504 

Acredolo, L. P., & Evans, D. (1980). Developmental changes in the effects of landmarks on 

infant spatial behavior. Developmental Psychology, 16, 312-318. doi:10.1037/0012-

1649.16.4.312 

Aguiar, A., & Baillargeon, R. (1998). Eight-and-a-Half-Month-Old Infants’ Reasoning about 

Containment Events. Child Development, 69(3), 636–653. doi:10.1111/j.1467-

8624.1998.tb06234.x 

Allen, S., Özyürek, A., Kita, S., Brown, A., Furman, R., Ishizuka, T., & Fujii, M. (2007). 

Language-specific and universal influences in children’s syntactic packaging of manner 

and path: A comparison of English, Japanese, and Turkish. Cognition, 102, 16–48. 

doi:10.1016/j .cognition.2005.12.006 

Ames, L. B., & Learnerd, J. (1948). The development of verbalized space in the young child. 

Journal of Genetic Psychology, 72, 63-84. 

Andonova, E., Tenbrink, T., & Coventry, K.R. (2010). Function and context affect spatial 

information packaging at multiple levels. Psychonomic Bulletin & Review, 17, 575-580. 

doi: 10.3758/PBR.17.4.575 



20 
 

Athanasopoulos, P., & Bylund, E. (2013). Does grammatical aspect affect motion event 

cognition? A cross‐linguistic comparison of English and Swedish speakers. Cognitive 

Science, 37(2), 286-309. doi:10.1111/cogs.12006 

Athanasopoulos, P., Bylund, E., Montero-Melis, G., Damjanovic, L., Schartner, A., Kibbe, A., 

Riches, N., & Thierry, G. (2015). Two languages, two minds: Flexible cognitive 

processing driven by language of operation. Psychological Science, 26(4), 518-526. doi: 

10.1177/0956797614567509 

Baillargeon, R., Needham, A., & Devos, J. (1992). The development of young infants’ intuitions 

about support. Early Development & Parenting, 1, 69–78. doi: 10.1002/edp.2430010203 

Berman, R., & Slobin, D. (Eds.). (1994). Relating events in narrative: A cross-linguistic 

developmental study. Hillsdale, NJ: Erlbaum. 

Bowerman, M. (1996). Learning how to structure space for language: A cross-linguistic 

perspective. In P. Bloom, M. Peterson, L. Nadel, & M. Garrett (Eds.), Language and 

space (pp. 385–436). Cambridge, MA: MIT Press.  

Bowerman, M., & Choi, S. (2001). Shaping meanings for language: Universal and language-

specific in the acquisition of spatial semantic categories. In M. Bowerman & S. Levinson 

(Eds.), Language acquisition and conceptual development (pp. 475–511). 

doi:10.1017/CBO9780511620669.018 

Bowerman, M., de León, L., & Choi, S. (1995). Verbs, particles, and spatial semantics: Learning 

to talk about spatial actions in typologically different languages. Proceedings from the 27th 

Annual Child Language Research Forum, USA, 101-110. 

Brown, R. (1973). A first language: the early stages. Cambridge, MA: Harvard University Press. 



21 
 

Bremner, J. G. (1978). Egocentric versus allocentric spatial coding in nine-month-old infants: 

Factors influencing the choice of code. Developmental Psychology, 14(4), 346–355. 

doi:10.1037/0012-1649.14.4.346 

Bremner, J. G., & Bryant, P. E. (1977). Place versus response as the basis of spatial errors made 

by young infants. Journal of Experimental Child Psychology, 23(1), 162–171. 

doi:10.1016/0022-0965(77)90082-0 

Brown, P., & Levinson, S. C. (2000). Frames of spatial reference and their acquisition in 

Tenejapan Tzeltal. In L. P. Nucci, G. B. Saxe, & E. Turiel (Eds.), Culture, thought, and 

development (pp. 167–197). Mahwah, NJ: Lawrence Erlbaum Associates. 

Bunger, A., Trueswell, J. C., & Papafragou, A. (2012). The relation between event apprehension 

and utterance formulation in children: Evidence from linguistic omissions. Cognition, 

122(2), 135–149. doi:10.1016/j.cognition.2011.10.002 

Burgess, N. (2008). Spatial Cognition and the Brain. Annals of the New York Academy of 

Sciences, 1124(1), 77–97. doi:10.1196/annals.1440.002 

Carlson, L. A., & Covey, E. S. (2005). How far is near? Inferring distance from spatial 

descriptions. Language and Cognitive Processes, 20, 617–631. doi: 

10.1080/01690960400023501 

Carlson, L. A., & Kenny, R. (2006). Interpreting spatial terms involves simulating interactions. 

Psychonomic Bulletin & Review, 13, 682–688. doi: 10.3758/BF03193981 

Casasola, M. (2005). Can language do the driving? The effect of linguistic input on infants’ 

categorization of support spatial relations. Developmental Psychology, 41(1), 183–192. 

doi:10.1037/0012-1649.41.1.183 



22 
 

Casasola, M. (2008). The development of infants’ spatial categories. Current Directions in 

Psychological Science, 17(1), 21–25. doi:10.1111/j.1467-8721.2008.00541.x 

Casasola, M., & Bhagwat, J. (2007). Do novel words facilitate 18-month-olds’ spatial 

categorization? Child Development, 78(6), 1818–1829. doi:10.1111/j.1467-

8624.2007.01100.x 

Casasola, M., & Cohen, L. B. (2002). Infant categorization of containment, support and tight-fit 

spatial relationships. Developmental Science, 5(2), 247–264. doi:10.1111/1467-7687.00226 

Casasola, M., Cohen, L. B., & Chiarello, E. (2003). Six-month-old infants’ categorization of 

containment spatial relations. Child Development, 74(3), 679–693. doi:10.1111/1467-

8624.00562 

Choi, S. (2006). Influence of language-specific input on spatial cognition: Categories of 

containment. First Language, 26(2), 207–232. doi:10.1177/0142723706060748 

Choi, S., & Bowerman, M. (1991). Learning to express motion events in English and Korean: 

The influence of language-specific lexicalization patterns. Cognition, 41, 83–121. 

doi:10.1016/0010-0277(91)90033-Z 

Clark, E. V. (1973a). Non-linguistic strategies and the acquisition of word meanings. Cognition, 

2(2), 161–182. doi:10.1016/0010-0277(72)90010-8 

Clark, E. V. (1973b). What's in a word? On the child's acquisition of semantics in his first 

language. In T. E. Moore (Ed.), Cognitive development and the acquisition of language 

(pp. 65-110). New York, NY: Academic Press.  

Clark, E. V. (1977). First language acquisition. In J. Morton & J. R. Marshall (Eds.), 

Psycholinguistics I: Development and pathology (pp. 1-72). London: Paul Elek/Ithaca, 

NY: Cornell University Press.  



23 
 

Clark, E. V. (1980) Here's the top: Nonlinguistic strategies in the acquisition of orientational 

terms. Child Development, 51, 329-338. doi:10.2307/1129265 

Clark, H. (1973). Space, time semantics, and the child. In T. E. Moore (Ed.), Cognitive 

development and the acquisition of language (pp. 27–63). New York, NY: Academic 

Press. 

Coventry, K. R., & Garrod, S. C. (2004). Saying, seeing and acting: The psychological semantics 

of spatial prepositions. Hove and New York: Psychology Press, Taylor & Francis. 

Coventry, K. R., Carmichael, R., & Garrod, S. C. (1994). Spatial prepositions, object-specific 

function, and task requirements. Journal of Semantics, 11(4), 289–311. 

doi:10.1093/jos/11.4.289 

Coventry, K. R., Tenbrink, T., & Bateman, J. (Eds.) (2009). Spatial language and dialogue. 

Oxford, UK: Oxford University Press. 

de León, L. (1994). Exploration in the acquisition of geocentric location by Tzotzil children. 

Linguistics, 32(4–5), 857–884. doi:10.1515/ling.1994.32.4-5.857 

Dessalegn, B., & Landau, B. (2008). More than meets the eye: The role of language in binding 

and maintaining feature conjunctions. Psychological Science, 19(2), 189-195. doi: 

10.1111/j.1467-9280.2008.02066.x 

Dessalegn, B., & Landau, B. (2013). Interaction between language and vision: It’s momentary, 

abstract, and it develops. Cognition, 127(3), 331–344. 

doi:10.1016/j.cognition.2013.02.003 

Elkind, D. (1961). Children’s conception of right and left: Piaget replication study IV. Journal of 

Genetic Psychology, 99(2), 269–276. doi:10.1080/00221325.1961.10534414 



24 
 

Gallistel, C. R. (1990). The organization of learning. Cambridge, MA: Bradford Books/MIT 

Press. 

Gallistel, C. R., & Cramer, A. E. (1996). Computations on metric maps in mammals: getting 

oriented and choosing a multi-destination route. The Journal of Experimental Biology, 

199, 211–217. Retrieved from http://jeb.biologists.org/content/199/1/211.abstract 

Gennari, S. P., Sloman, S. A., Malt, B. C., & Fitch, W. T. (2002). Motion events in language and 

cognition. Cognition, 83, 49–79. doi:10.1016/ S0010-0277(01)00166-4 

Gentner, D., & Bowerman, M. (2009). Why some spatial semantic categories are harder to learn 

than others: The typological prevalence hypothesis. In J. Guo, E. Lieven, S. Ervin-Tripp, 

N. Budwig, S. Ozkaliskan, & K. Nakamura (Eds.), Crosslinguistic approaches to the 

psychology of language: Research in the tradition of Dan Isaac Slobin (pp. 465–480). 

New York, NY: Lawrence Erlbaum Associates. 

Goodglass, H., Gleason, J. B., & Hyde, M. R. (1970). Some dimensions of auditory language 

comprehension in aphasia. Journal of Speech, Language, and Hearing Research, 13, 595-

606. doi:10.1044/jshr.1303.595 

Grice, H., P. (1975). Logic and conversation. In P. Cole and J. L. Morgan (Eds.), Syntax and 

semantics: Speech acts, (Vol. 3, pp. 41–58). New York, NY: Academic Press.  

Grigoroglou, M., Johanson, M., & Papafragou, A. (2015, November). The acquisition of front 

and back: Conceptual vs. pragmatic factors. Paper presented at the 40th Annual Meeting 

of the Boston University Conference on Language Development, Boston, MA. 

Grimm, H. (1975). On the child’s acquisition of semantic structure underlying the wordfield of 

prepositions. Language and Speech, 18(2), 97–119. doi: 10.1177/002383097501800201 

http://jeb.biologists.org/content/199/1/211.abstract


25 
 

Harris, L. J. (1972). Discrimination of left and right, and development of the logic of relations. 

Merrill-Palmer Quarterly of Behavior and Development, 18(4), 307–320. Retrieved 

from: http://www.jstor.org/stable/23084024 

Harris, L. J., & Strommen, E. A. (1979). The development of understanding of the spatial terms 

front and back. Advances in Child Development and Behavior, 14, 149-207. 

doi:10.1016/S0065-2407(08)60114-7 

Haun, D. B. M., Rapold, C. J., Call, J., Janzen, G., & Levinson, S. C. (2006). Cognitive cladistics 

and cultural override in Hominid spatial cognition. Proceedings of the National Academy of 

Sciences, 103(46), 17568–17573. doi:10.1073/pnas.0607999103 

Haun, D. B. M., Rapold, C. J., Janzen, G., & Levinson, S. C. (2011). Plasticity of human spatial 

memory: Spatial language and cognition covary across cultures. Cognition, 119, 70-80. 

doi:10.1016/j.cognition.2010.12.009. 

Hermer-Vazquez, L., Spelke, E. S., & Katsnelson, A. (1999). Sources of flexibility in human 

cognition: Dual-task studies of space and language. Cognitive Psychology, 39, 3–36. 

doi:10.1006/cogp.1998.0713 

Herskovits, A. (1985). Semantics and pragmatics of locative expressions. Cognitive Science, 

9(3), 341–378. doi:10.1207/s15516709cog0903_3 

Hespos, S. J., & Baillargeon, R. (2001). Reasoning about containment events in very young 

infants. Cognition, 78(3), 207–245. doi:10.1016/S0010-0277(00)00118-9 

Hespos, S. J., & Spelke, E. (2004). Conceptual precursors to language. Nature, 430, 453–456. 

doi: 10.1038/nature02634 



26 
 

Hickmann, M. (2006). The relativity of motion in first language. In M. Hickmann & S. Robert 

(Eds.), Space in languages: Linguistic systems and cognitive categories (pp. 281–308). 

Amsterdam, Holland: John Benjamins. 

Hill, C. A. (1982). Up/down, front/back, left/right: A contrastive study of Hausa and English. In 

J. Weissenborn & W. Klein (Eds.), Here and there: Cross-linguistic studies on deixis and 

demonstration (pp.11-42), Amsterdam, Holland: John Benjamins. 

Hohenstein, J. M., Naigles, L. R., & Eisenberg, A. R. (2004). Keeping verb acquisition in 

motion: A comparison of English and Spanish. In D. G. Hall & S. Waxman (Eds.), 

Weaving a lexicon (pp. 567–602). Cambridge, MA: MIT Press. 

Irwin, R. J., & Newland, J. K. (1977). Children’s knowledge of left and right: Research note. 

Journal of Child Psychology and Psychiatry, 18(3), 271–277. doi:10.1111/j.1469-

7610.1977.tb00439.x 

Johanson, M., & Papafragou, A. (2010). Universality and language-specificity in the acquisition 

of path vocabulary. Proceedings from the 34th Annual Boston University Conference on 

Language Development. Somerville, MA: Cascadilla Press. 

Johnston, J. R. (1984). Acquisition of locative meanings: Behind and in front of. Journal of Child 

Language, 11, 407-422. doi:10.1017/S0305000900005845 

Johnston, J. R., & Slobin, D. I. (1979). The development of locative expressions in English, 

Italian, Serbo-Croation and Turkish. Journal of Child Language, 6(3), 529-545. doi: 

10.1017/S030500090000252X 

Khetarpal, N., Majid, A., & Regier, T. (2009). Spatial terms reflect near-optimal spatial 

categories. In N. A. Taatgen & H. van Rijn (Eds.), Proceedings of the 31st Annual 



27 
 

Conference of the Cognitive Science Society (pp. 2396-2401). Austin, TX: Cognitive 

Science Society.  

Khetarpal, N., Neveu, G., Majid, A., Michael, L., & Regier, T. (2013). Spatial terms across 

languages support near-optimal communication: Evidence from Peruvian Amazonia, and 

computational analyses. In M. Knauff, M. Pauen, N. Sebanz, & I. Wachsmuth (Eds.), 

Proceedings of the 35th Annual Meeting of the Cognitive Science Society (pp. 764-769). 

Austin, TX: Cognitive Science Society. 

Kuczaj, S. A., & Maratsos, M. P. (1975). On the acquisition of front, back and side. Child 

Development, 46, 202-210. doi:10.2307/1128849 

Kawachi, K. (2007). Korean putting verbs do not contrast space contrastively in terms of 

“tightness of fit”. Lingua, 117, 1801-1820. doi:10.1016/j.lingua.2006.11.003 

Lakusta, L. & Carey, S. (2015). Twelve-month-old infants’ encoding of goal and source paths in 

agentive and non-agentive motion events. Language Learning and Development, 11(2), 

152-175. doi: 10.1080/15475441.2014.8966168 

Lakusta, L., & Landau, B. (2005). Starting at the end: the importance of goals in spatial 

language. Cognition, 96(1), 1–33. doi:10.1016/j.cognition.2004.03.009 

Lakusta, L., & Landau, B. (2012). Language and memory for motion events: Origins of the 

asymmetry between source and goal paths. Cognitive Science, 36(3), 517–544. 

doi:10.1111/j.1551-6709.2011.01220.x 

Lakusta, L., Wagner, L., O’Hearn, K., & Landau, B. (2007). Conceptual foundations of spatial 

language: evidence for a goal bias in infants. Language learning and development, 3(3), 179–

197. doi:10.1080/15475440701360168 



28 
 

Landau, B., & Jackendoff, R. (1993). “What” and “where” in spatial language and spatial 

cognition. Behavioral and Brain Sciences, 16, 217-265. 

doi:10.1017/S0140525X00029733 

Landau, B., Johannes, K., Skordos, D., & Papafragou, A. (2016). Containment and Support: 

Core and Complexity in Spatial Language Learning. Cognitive Science, 1–32. 

http://doi.org/10.1111/cogs.12389 

Landau, B., & Zukowski, A. (2003). Objects, motions, and paths: Spatial language in children 

with Williams syndrome. Developmental Neuropsychology, 23(1), 105–137. 

doi:10.1207/S15326942DN231&2_6 

Levine, S. C., & Carey, S. (1982). Up front; the acquisition of a concept and a word. Journal of 

Child Language, 9, 645-658. doi:10.1017/s0305000900004955 

Levinson, S. C. (1994). Vision, shape and linguistic description: Tzeltal body-part terminology 

and object description. Linguistics, 32, 791–856. doi:10.1515/ling.1994.32.4-5.791 

Levinson, S. C. (1995). Three levels of meaning. In F. Palmer (Ed.), Grammar and meaning: 

Essays in honour of Sir John Lyons (pp. 90-115). Cambridge, UK: Cambridge University 

Press. 

Levinson, S. C. (1996). Frames of reference and Molyneux’s question: Cross-linguistic evidence. 

In P. Bloom, M. A. Peterson, L. Nadel, & M. F. Garrett (Eds.), Language and space (pp. 

385–436). Cambridge, MA: MIT Press. 

Levinson, S. C. (2000). H. P. Grice on location on Rossel Island. Proceedings of the 25th Annual 

Meeting of the Berkeley Linguistic Society (pp. 210–224). Berkeley, CA: Berkeley 

Linguistics Society 



29 
 

Levinson, S. C. (2003). Space in language and cognition: Explorations in linguistic diversity. 

Cambridge, UK: Cambridge University Press. 

Levinson, S. C., & Wilkins, D. P. (Eds.). (2006). Grammars of Space: Explorations in Cognitive 

Diversity. Cambridge, UK: Cambridge University Press. 

Levinson, S. C., Kita, S., Haun, D. B. M., & Rasch, B. H. (2002). Returning the tables: Language 

affects spatial reasoning. Cognition, 84, 155–188. doi:10.1016/S0010-0277(02)00045-8 

Li, P., & Gleitman, L. (2002). Turning the tables: language and spatial reasoning. Cognition, 

83(3), 265–294. doi:10.1016/S0010-0277(02)00009-4 

Li, P., Abarbanell, L., Gleitman, L., & Papafragou, A. (2011). Spatial reasoning in Tenejapan 

Mayans. Cognition, 120(1), 33–53. doi:10.1016/j.cognition.2011.02.012 

Maguire, M. J., Hirsh-Pasek, K., Golinkoff, R. M., Imai, M., Haryu, E., Vanegas, S.,... Davis, B. 

S. (2010). A developmental shift from similar to language-specific strategies in verb 

acquisition: A comparison of English, Spanish and Japanese. Cognition, 114, 299–319. 

doi:10.1016/ j.cognition.2009.10.002 

Majid, A., Bowerman,M., Kita, S., Haun, D., & Levinson, S. C. (2004). Can language restructure 

cognition? The case for space. Trends in Cognitive Science, 8, 108–114. 

doi:10.1016/j.tics.2004.01.003 

Mandler, J. M. (1992). How to build a baby: II. Conceptual primitives. Psychological Review, 

99(4), 587-604. 

McDonough, L., Choi, S., & Mandler, J. M. (2003). Understanding spatial relations: Flexible 

infants, lexical adults. Cognitive Psychology, 46, 229–259. doi:10.1016/S0010-

0285(02)00514-5 



30 
 

Miller, G. A., & Johnson-Laird P. N. (1976). Language and perception. Cambridge, MA: 

Harvard University Press. 

Morrow, D. G., & Clark, H. H. (1988). Interpreting words in spatial descriptions. Language and 

Cognitive Processes, 3, 275-292. doi: 10.1080/01690968808402091 

Munnich, E., Landau, B., & Dosher, B. A. (2001). Spatial language and spatial representation: a 

cross-linguistic comparison. Cognition, 81(3), 171–208. doi:10.1016/S0010-

0277(01)00127-5 

Naigles, L. R., Eisenberg, A. R., Kako, E. T., Highter, M., & McGraw, N. (1998). Speaking of 

motion: Verb use in English and Spanish. Language and Cognitive Processes, 13, 521–

549. doi:10.1080/016909698386429 

Naigles, L. R., & Terrazas, P. (1998). Motion-verb generalizations in English and Spanish: 

Influences of language and syntax. Psychological Science, 9, 363–369. 

doi:10.1111/1467-9280.00069 

Newcombe, N. S. & Huttenlocher, J. (2000). Making space: The development of spatial 

representation and reasoning. Cambridge, MA: MIT Press. 

Norbury, H. M., Waxman, S. R., & Song, H.-J. (2008). Tight and loose are not created equal: An 

asymmetry underlying the representation of fit in English and Korean speakers. Cognition, 

109(3), 316–325. doi: 10.1016/j.cognition.2008.07.019 

Papafragou, A. (2010). Source-goal asymmetries in motion representation: Implications for 

language production and comprehension. Cognitive Science, 34(6), 1064–1092. 

doi:10.1111/j.1551-6709.2010.01107.x 



31 
 

Papafragou, A., & Selimis, S. (2010). Lexical and structural biases in the acquisition of motion 

verbs. Language Learning and Development, 6(2), 87–115. 

doi:10.1080/15475440903352781 

Papafragou, A., Hulbert, J., & Trueswell, J. (2008). Does language guide event perception? 

Evidence from eye movements. Cognition, 108(1), 155–184. 

doi:10.1016/j.cognition.2008.02.007 

Papafragou, A., Massey, C., & Gleitman, L. (2002). Shake, rattle, ‘n’ roll: The representation of 

motion in language and cognition. Cognition, 84, 189–219. doi:10.1016/S0010-

0277(02)00046-X 

Papafragou, A., Massey, C., & Gleitman, L. (2006). When English proposes what Greek 

presupposes: The cross-linguistic encoding of motion events. Cognition, 98(3), B75–B87. 

doi:10.1016/j.cognition.2005.05.005 

Papafragou, A., Viau, J., & Landau, B. (2013, November). The ins and outs of spatial language: 

Paths, places, and negative spatial prepositions. Paper presented at the 38th Annual 

Meeting of the Boston University Conference on Language Development, Boston, MA. 

Parisi, D., & Antinucci, F. (1970). Lexical competence. In G. B. Flores d’Arcais & W. J. M. 

Levelt (Eds.), Advances in psycholinguistics. Amsterdam, Holland: North-Holland. 

Pederson, E., Danziger, E.,Wilkins, D., Levinson, S., Kita, S., & Senft, G. (1998). Semantic 

typology and spatial conceptualization. Language, 74, 557–589. doi:10.2307/417793 

Piaget, J., & Inhelder, B. (1967). The child’s conception of space. New York, NY: Norton. 

Pruden, S. M., Hirsh-Pasek, K., Maguire, M., Meyers, M., & Golinkoff, R. M. (2004). 

Foundations of verb learning: Infants form categories of path and manner in motion events. 

In A. Brugos, L. Micciulla, C. E. Smith (Eds.), Proceedings of the 28th Annual Boston 



32 
 

University Conference on Language Development (pp. 461– 472). Somerville, MA: 

Cascadilla Press. 

Pulverman, R., Golinkoff, R. M., Hirsh-Pasek, K., & Buresh, J. S. (2008). Infants discriminate 

manners and paths in non-linguistic dynamic events. Cognition, 108(3), 825–830. 

doi:10.1016/j.cognition.2008.04.009 

Pulverman, R., Song, L., Hirsh-Pasek, K., Pruden, S. M., & Golinkoff, R. M. (2013). Preverbal 

infants’ attention to manner and path: Foundations for learning relational terms. Child 

Development, 84(1), 241–252. doi:10.1111/cdev.12030 

Pyers, J., Shusterman, A. Senghas, A., Emmorey, K., Spelke, E. (2010). Evidence from users of 

an emerging sign language reveals that language supports spatial cognition. Proceedings of 

the National Academy of Sciences, 107(27), 12116–12120. doi:10.1073/pnas.0914044107 

Quinn, P. C. (1994). The Categorization of above and below spatial relations by young infants. 

Child Development, 32(5), 942-950. doi:10.2307/1131365 

Quinn, P. C. (2004). Spatial representation by young infants: Categorization of spatial relations 

or sensitivity to a crossing primitive? Memory & Cognition, 32(5), 852–861. 

doi:10.3758/BF03195874 

Quinn, P. C., Adams, A., Kennedy, E., Shettler, L., & Wasnik, A. (2003). Development of an 

abstract category representation for the spatial relation between in 6- to 10-month-old infants. 

Developmental Psychology, 39(1), 151–163. doi:10.1037/0012-1649.39.1.151 

Quinn, P. C., Cummins, M., Kase, J., Martin, E., & Weissman, S. (1996). Development of 

categorical representations for above and below spatial relations in 3- to 7-month-old infants. 

Developmental Psychology, 32(5), 942–950. doi:10.1037/0012-1649.32.5.942 



33 
 

Regier, T., & Zheng, M. (2007). Attention to endpoints: A cross-linguistic constraint on spatial 

meaning. Cognitive Science, 31, 705-719. doi: 10.1080/15326900701399954 

Rieser, J. J. (1979). Spatial Orientation of Six-Month-Old Infants. Child Development, 50(4), 

1078. doi:10.2307/1129334 

Rigal, R. (1994). Right-left orientation: development of correct use of right and left terms. 

Perceptual and Motor Skills, 79(3), 1259–1278. doi:10.2466/pms.1994.79.3.1259 

Rigal, R. (1996). Right-left orientation, mental rotation, and perspective-taking: When can 

children imagine what people see from their own viewpoint? Perceptual and Motor 

Skills, 83(3), 831–842. doi:10.2466/pms.1996.83.3.831 

Shusterman, A., Lee, S. A., & Spelke, E. S. (2011). Cognitive effects of language on human 

navigation. Cognition, 120, 186–201. doi:10.1016/j.cognition.2011.04.004 

Shusterman, A., & Li, P. (2016a). A framework for work on frames of reference. In D. Barner, & 

A. Baron (Eds.), Core knowledge & conceptual change (pp. 188–202). Oxford, UK: 

Oxford University Press. 

Shusterman, A., & Li, P. (2016b). Frames of reference in spatial language acquisition. Cognitive 

Psychology, 88, 115–161. doi:10.1016/j.cogpsych.2016.06.001 

Skordos, D., & Papafragou, A. (2014). Lexical, syntactic, and semantic-geometric factors in the 

acquisition of motion predicates. Developmental Psychology, 50(7), 1985–1998. 

doi:10.1037/a0036970 

Slobin, D. I. (1996). Two ways to travel: Verbs of motion in English and Spanish. In M. 

Shibatani & S. A. Thompson (Eds.), Grammatical constructions: Their form and 

meaning (pp. 195–219). Oxford, UK: Oxford University Press. 



34 
 

Slobin, D. I. (2003). Language and thought online: Cognitive consequences of linguistic 

relativity. In D. Gentner & S. Goldin-Meadow (Eds.), Language in mind (pp. 157–192). 

Cambridge, MA: MIT Press. 

Spelke, E. S., & Tsivkin. S. (2001). Initial knowledge and conceptual change: Space and number. 

In M. Bowerman & S. C. Levinson (Eds.), Language acquisition and conceptual 

development (pp. 70–97). Cambridge, UK: Cambridge University Press. 

Sperber, D., & Wilson, D., (1986/1995). Relevance: Communication and Cognition (2nd ed. 

1995). Cambridge, MA: Harvard University Press. 

Talmy, L. (1983). How language structures space. In H.L. Pick & L.P. Acredolo (Eds.), Spatial 

orientation: Theory, research and application (pp. 225-282). New York, NY: Plenum 

Press. 

Talmy, L. (1985). Lexicalization patterns: Semantic structure in lexical forms. In T. Shopen 

(Ed.), Language typology and syntactic description (pp. 57-149). New York, NY: 

Cambridge University Press. 

Tanz, C. (1980). Studies in the acquisition of deictic terms. Cambridge, UK: Cambridge 

University Press. 

Trueswell, J. C., & Papafragou, A. (2010). Perceiving and remembering events cross-

linguistically: Evidence from dual-task paradigms. Journal of Memory and Language, 63(1), 

64–82. doi:10.1016/j.jml.2010.02.006 

Ullman, T. D., Xu, Y., & Goodman, N. D. (2016). The pragmatics of spatial language. In 

Papafragou, A., Grodner, D., Mirman, D., & Trueswell, J.C. (Eds.). Proceedings of the 38th 

Annual Conference of the Cognitive Science Society. Austin, TX: Cognitive Science Society. 



35 
 

Ünal, E., & Papafragou, A. (2016). Interactions between language and mental representations. 

Language Learning, 66(3), 554–580. doi:10.1111/lang.12188 

Weissenborn, J. (1981). L’acquisition des prépositions spatiales: problèmes cognitifs et 

linguistiques [The acquisition of spatial prepositions: cognitive and linguistic problems]. In 

C. Schwarze (Ed.), Analyse des prépositions: IIIme Colloque franco-allemand de linguistique 

théorique du 22 au 4 février à Constance (pp. 251-285). Tubingen, Germany: Max Niemeyer 

Verlag. 

Wolbers, T., & Hegarty, M. (2010). What determines our navigational abilities? Trends in 

Cognitive Sciences, 14(3), 138–146. doi:10.1016/j.tics.2010.01.001 

Zheng, M., & Goldin-Meadow, S. (2002). Thought before language: how deaf and hearing 

children express motion events across cultures. Cognition, 85(2), 145–175. 

doi:10.1016/S0010-0277(02)00105-1 


